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Abstract
Recent advancements in large language models (LLMs) have opened new avenues for
enhancing text classification e�ciency in political science, surpassing traditional machine
learning methods that often require extensive feature engineering, human labeling, and
task-specific training. However, their e�ectiveness in achieving high classification accuracy
remains questionable. This paper introduces a three-stage in-context learning approach that
leverages LLMs to improve classification accuracy while minimizing experimental costs. Our
method incorporates automatic enhanced prompt generation, adaptive exemplar selection,
and a consensus mechanism that resolves discrepancies between two weaker LLMs, refined
by an advanced LLM. We validate our approach using datasets from the BBC news reports,
Kavanaugh Supreme Court confirmation, and 2018 election campaign ads. The results show
significant improvements in classification F1 score (+0.36 for zero-shot classification) with
manageable economic costs (-78% compared with human labeling), demonstrating that our
method e�ectively addresses the limitations of traditional machine learning while o�ering a
scalable and reliable solution for text analysis in political science. A free software Python
package will be publicly available on GitHub very soon.

Keywords: text classification, sentiment analysis, large language models (LLMs)
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1. Introduction
Text has always been an important data source in political science. Text analysis in polit-
ical science can be categorized into several key tasks, including classification (Boussalis
and Coan 2016; Farrell 2016), scaling (Barberá and Rivero 2015; Lauderdale and Herzog
2016), text reuse detection (e.g., Hertel-Fernandez and Kashin 2015; Hertel-Fernandez
2018), and natural language processing (e.g., Bird, Klein, and Loper 2009; Leetaru and
Schrodt 2013). Among these, classification is the most common task in text analysis in
the field. For instance, researchers might investigate whether campaign ads are positive
or negative across di�erent media platforms (Fowler et al. 2021), or examine if online
posts and newspaper coverage in authoritarian countries highlight local government
wrongdoing (Pan and Chen 2018). These examples, along with many others in political
science, demonstrate that understanding the nature of politics requires insight into what
political actors are saying and writing. With recent advances in theory and practice,
political scientists increasingly rely on machine learning (ML) methods to classify large
corpora of text by measures such as topic and tone (Grimmer and Stewart 2013).

Figure 1. The overview of the three-stage framework with LLM.

Traditional machine learning methods (Qader, Ameen, and Ahmed 2019; Yan
et al. 2020; Basu, Walters, and Shepherd 2003; Devlin et al. 2019; Sun et al. 2020),
such as Bag of Words (BoW), Support Vector Machines (SVM), and Bidirectional
Encoder Representations from Transformers (BERT), have significantly contributed to
text classification. Models like BoW and SVM rely on feature extraction from text or
selection of features from correlated data, often requiring manual tuning and domain
expertise for optimal performance. While BERT represents a more advanced approach,
it demands substantial computational resources and extensive data for fine-tuning. These
methods necessitate task-specific training, meaning that each new task requires a fresh
round of model training to achieve optimal results. For example, transitioning from
topic modeling to sentiment analysis requires training an entirely new model. As a result,
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these approaches typically rely heavily on human annotators to label data for training,
making them labor-intensive, costly, and less flexible. This lack of generalizability
across tasks is a major limitation, reducing the reusability of the model for di�erent text
classification challenges and piling up the cost.

In recent years, large language models (LLMs) such as Mistral (Jiang et al. 2024) and
GPT (Radford and Narasimhan 2018) have emerged as powerful tools for text analysis,
o�ering the ability to generate predictions without the need for task-specific training.
These models, pre-trained on a vast corpus of text, possess a deep understanding of lan-
guage and can perform zero-shot and few-shot predictions—wherein the model makes
predictions without task-specific training1. This capability represents a significant
leap forward in terms of e�ciency and accessibility, particularly for social scientists who
may lack the resources to develop and train their own models.

However, despite their advantages, LLMs are not without their own set of challenges.
One of the primary drawbacks is that they can produce inaccurate predictions when
provided with simple or poorly constructed prompts (Brown et al. 2020). Even when
incorporating a few-shot learning approach—wherein the model is given a very small
number of annotated examples to guide its predictions—the fixed nature of these
examples may result in poor performance if the examples do not adequately represent
the broader dataset. Besides, current practices (Wang 2023; Egami et al. 2024) that only
provide a label obscure the reasoning behind the LLM’s predictions from humans. As a
result, if the LLM misinterprets the human-constructed prompt, this misunderstanding
goes unnoticed, limiting the opportunity for human-LLM interaction to refine the
prompt, inject additional human knowledge, and perform validation. Moreover, while
advanced LLMs such as GPT-4 o�er higher levels of accuracy and general intelligence,
they come with significant costs and usage restrictions compared with weak ones
such as GPT-3.5 (Table 1).

Table 1. Comparison of GPT-4-turbo and GPT-3.5-turbo at the time of writing (OpenAI).

Feature GPT-4-turbo GPT-3.5-turbo

Input Token Pricing $10 / 1M tokens $0.5 / 1M tokens
Output Token Pricing $30 / 1M tokens $1.5 / 1M tokens
Tokens per Minute 10,000 200,000
Batch Queue Limit 100,000 2,000,000

To address these challenges, we propose a novel LLM-based three-stage (pre-process,
in-process, post-process) framework (Figure 1) for text classification which achieves
high accuracy without the need for task-specific training and requires only
minimal human annotations.

First of all, our approach selects a small pool of diverse examples to represent the
broader dataset, guiding the LLM to extract classification rules and write enhanced
prompts based on accurate human-annotated texts. During inference, it dynamically

1. For instance, unlike traditional machine learning methods that require task-specific training sets—where
humans must label data according to the task at hand, such as support/oppose for stance or nega-
tive/neutral/positive for sentiment—LLM eliminates the need for such labor-intensive model training each
time the task changes.
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selects examples that are most similar to the query text2, thereby enhancing the relevance
of the examples used for prediction. This dynamic selection process addresses the
limitations of fixed examples in few-shot learning and significantly improves the accuracy
of the model’s predictions.

Furthermore, our method capitalizes on the consensus among two weaker LLMs,
rather than relying on a single advanced model. By aggregating the outputs of these
models, we achieve a level of accuracy comparable to that of more sophisticated LLMs
at a fraction of the cost. This approach not only reduces computational time but also
circumvents the restrictive usage limits imposed by the service provider of the advanced
model.

Another key advantage of our framework is its ability to provide explanations for
the model’s predictions. Unlike traditional machine learning methods that only give
a prediction, our method produces interpretable reasoning behind each annotation
for hard queries. This transparency is crucial in social sciences, where the stakes of
misinterpretation are high, and the ability to understand and justify the reasoning behind
predictions is essential for scholarly rigor.

In the following sections, we will delve into our methodology and experiments,
elaborate on the implementation details, clarify the rationale behind each module,
validate the outlined advantages, and demonstrate the framework’s e�ectiveness through
text classification tasks in political science.

2. A query text is the text a user asks the LLM to annotate.
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2. Literature Review
Supervised machine learning for text classification. Traditional machine learning
methods such as BoW, N-grams, and TF-IDF combined with SVM or Bayes have
played a significant role in the analysis of text data within the social sciences (Colling-
wood and Wilkerson 2012; Drutman and Hopkins 2013; Grimmer and Stewart 2013;
Ceron et al. 2014; Wilkerson and Casas 2017). These methods, however, come with
substantial limitations. At their core, traditional supervised machine learning approaches
require intensive feature engineering—a process in which researchers manually select
and construct features or covariates that are thought to be relevant for the prediction
task. This feature engineering is often based on human intuition, which is inherently
subjectively biased and may lead to flawed conclusions about the observation under study.
Language models based on neural networks such as Word2Vec (Rui and Yutai 2020),
RNN (Liu, Qiu, and Huang 2016), BERT (Devlin et al. 2019), by contrast, rely solely
on the text itself, bypassing the need for human-driven feature selection. However, these
models generally require large amounts of data for training, which poses a significant
challenge in social science research, where datasets are often scarce or costly to produce.

Both methods rely heavily on extensive human annotations, making them labor-
intensive and challenging for researchers. The time required for hiring, managing, and
training labor, coupled with the steep learning curve for model development, renders
these methods costly and ine�cient to scale. Additionally, these approaches often lack
the flexibility to adapt to new data or evolving research questions without task-specific
training (Terechshenko et al. 2020). For instance, a model trained for sentiment analysis
to distinguish between positive and negative sentiment cannot be directly applied to a
di�erent task, such as topic modeling.

Large Language Models for Text Classification. LLMs represent an evolutionary ap-
proach to text annotation in political science. A token, like a word in natural language,
is the minimum input to an LLM for processing. Auto-regressive LLMs (e.g.Touvron
et al. 2023; Team et al. 2024; OpenAI et al. 2024), like GPT, operate based on auto-
regressive principles, where the model generates text one token at a time, predicting
the next token based on the previous ones. Unlike traditional models, LLMs can be
treated as black-box tools, accessible via commercial APIs, where users can simply create
prompts based on heuristics to direct the model’s output. This capability makes LLMs
suitable for a wide range of text annotation and classification tasks without the need
for task-specific training. While convenient to use, the classification accuracy of LLMs
with simple heuristic prompts is not guaranteed, particularly for less advanced models.
The development of LLMs from weak to advanced models has vastly improved their
performances. However, the use of advanced LLMs, such as GPT-4, comes with sig-
nificant practical limitations, including higher cost, slower inference speed, and stricter
token usage limit compared to models like GPT-3.5 (Table 1). These challenges pose
significant barriers to the widespread application of LLMs in political science. Our
proposed framework aims to address these challenges by providing a more accurate,
e�cient, and cost-e�ective approach to leveraging LLMs in this field.
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3. Methodology
In the realm of text classification, classic supervised learning approaches necessitate
the availability of a large number of annotated examples, upon which models such as
SVM and BERT classifiers are trained. Given a task T , a dataset with input-output
pairs {xi, yi}Ni=1, where xi are the text inputs and yi are the corresponding labels, the
optimization objective is to find the model parameters ✓ that maximize the likelihood of
the correct labels:

max
✓

1
N

NX

i=1

P(yi|xi, ✓)

These models optimize the likelihood of given labels, adjusting their parameters
iteratively to fit the training data. This process, while e�ective, is often computationally
expensive and requires substantial amounts of labeled data to achieve high accuracy.

In contrast, we explore the e�cacy of in-context learning (Brown et al. 2020),
particularly in the context of using auto-regressive large language models (LLM) like
Generative Pre-trained Transformer (GPT) for text classification tasks. In-context
learning refers to the process where a language model makes predictions based on the
context provided by a sequence of input tokens, without updating the model parameters.
Instead of updatingmodel parameters ✓, the optimization objective of in-context learning
for the LLM is to maximize the log-likelihood of the correct class label y given the
prompt and query text input x:

max
prompt

1
N

NX

i=1

logP(yi|xi, prompt; ✓)

The prompt is natural language text that describes the instructions from humans
guiding what the LLM should do. It is usually defined as merely a task description
(zero-shot learning) or a task description augmented by a few input-output pairs
examples (few-shot learning).

prompt = {(x1, y1), . . . , (xk, yk), task_description}

In zero-shot learning, LLMs make predictions based on common knowledge injected
by extensive pre-training conducted by service providers such as OpenAI, Meta, and
Google. However, it may not be pertinent enough for a custom user-defined task.
Few-shot learning addresses the challenge of injecting special knowledge by leveraging
a small number of annotated examples to augment the prompt. The model uses the
context provided in the input (e.g., examples of input-output pairs) to make predictions
for a new query input. It can be formalized as, given a prompt that includes k (k < 10)
examples of input-output pairs {(x1,y1), (x2, y2), . . . , (xk, yk)} and a new input x, the
goal is to predict the corresponding output y.

P(y|x, prompt; ✓)

Normally, the tradition of designing prompts heavily relies on human heuristics
which is usually referred to as prompt engineering. Users create prompts that guide the
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LLM in producing the desired output in a trial-and-error manner. Although there are
practical guidances on how to write prompts, they are far from ideal since users don’t
know if the LLM understands the task description or potential pitfalls. In addition, for
a task T , only k input-output pairs are pre-selected to augment the prompt for all N
examples in the dataset. That is, for every single query text, an LLM sees the same set
of examples to make a prediction. However, considering the same set of examples may
not be appropriate for all query texts, this simple design cannot maximize the ability
of LLM. For example, the sentiment of an example text in Japanese may not be able to
guide the sentiment classification of a text in English. Nevertheless, high-performance
labeling relies on advanced LLM which are more and more expensive.

To address these challenges and achieve high-performance labeling, we propose an
in-context learning framework with three stages: pre-process, in-process, and post-
process, as shown in Figure 1. The following sections detail the methodologies and
benefits of every stage.

3.1 Pre-process
LLMs face a significant constraint in their context window size, limiting the number of
examples that can be used in few-shot learning scenarios. Despite this limitation, there’s
often a need to incorporate knowledge from a broader set of examples to enhance the
LLM’s performance. To address this challenge, we propose a novel approach: first, we
select a pool ofM representative examples for human labeling, where k < M ⌧ N. Then,
at inference time when calling the commercial API to classify unlabeled query text, we
dynamically choose the best k examples to augment the prompt. In the “pre-process”
stage, we curate such an exemplar pool for human labeling. This curated pool serves two
crucial purposes: it allows the LLM to infer the underlying rules used for labeling, and it
enables adaptive selection of the most relevant examples for each query text. By creating
this initial pool of human-annotated examples, we lay the foundation for more e�ective
and e�cient use of the LLM in subsequent stages, balancing the need for comprehensive
knowledge injection with the constraints of the model’s context window. In this stage,
we prepare this exemplar pool, and here are the steps.

Converting texts into embeddings. With natural language inputs, LLMs can convert
them into numerical embedding vectors of uniform size. We apply this process to all
unlabeled texts in the dataset using embedding models such as “text-embedding-3-small”
from OpenAI. Based on relevant literature (Steck, Ekanadham, and Kallus 2024), we
use cosine distance to measure the similarity between embedding pairs, providing a
quantitative basis for comparing text semantics.

cosine_distance(xi, xj) = 1 –
xi · xj

kxikkxjk

Feature reduction with UMap. Uniform Manifold Approximation and Projection
(UMap) is a powerful dimensionality reduction technique that preserves data relation-
ships in lower-dimensional space. We employ UMAP (McInnes, Healy, and Melville
2020) with cosine distance for feature reduction of the embeddings, which o�ers two
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key advantages: it allows us to use simpler Euclidean distance calculations on the re-
duced embeddings in subsequent stages, and it significantly decreases the feature set size,
thereby accelerating computational processes.

Exemplar selection. To create a diverse and representative pool of examples, we employ
an exemplar selection method (Bien and Tibshirani 2011) based on the manifold structure
of the reduced embeddings. While various approaches exist for exemplar or prototype
selection, such as set cover algorithms and density-based sampling, we opt for the k-
means selector due to its simplicity and e�ectiveness. This method involves performing
k-means clustering on the embeddings and then designating the text whose embedding
is nearest to each cluster center as an exemplar. This approach ensures that every distinct
group within the data is represented by one example, allowing for easy control over
the number of exemplars selected while maintaining a comprehensive coverage of the
embedding space. We keep M such texts as an exemplar pool and engage a human
expert to label them. Typically, M is less than 100, requiring minimal human e�ort.

3.2 In-process
In this stage, we use the exemplar pool to improve both the task description and few-shot
prompt. Then, ask LLM to perform text classification with this prompt.

Enhanced task description generation. To enhance the initial task description, we
leverage the LLM’s analytical capabilities on the labeled exemplar pool. For each input-
output pair from the pool, the LLM examines the rationale behind the human-assigned
label. We then employ a Map-Reduce approach, where the LLM first "maps" by
analyzing individual examples, and then "reduces" by summarizing the labeling rules
for each class. This process ensures the generated rules are LLM-interpretable. Human
experts can verify these rules for accuracy and intent. Typically, humans copy and
append these generated rules to the initial prompt, creating an enhanced task description.
In cases of inaccuracies, humans shall explicitly instruct the LLM to oppose specific
incorrect rules in the prompt.

Few-shot example retrieval. When calling LLM API for text classification, in a few-
shot prompt setup, we retrieve an unlabeled query text and utilize its pre-computed
embeddings to search for the top-k texts from a pool, selecting those with the highest
scores using the Maximal Marginal Relevance (MMR) algorithm. The MMR (Parmar,
Wu, and Blackhurst 2007) algorithm balances relevance and diversity by considering
both the similarity between embeddings and the uniqueness of the selected examples,
ensuring that the retrieved examples are not only relevant to the query but also varied
enough to provide a comprehensive context.

Given a query embedding xq, a pool R of exemplar texts, the MMR score for a
candidate item xj from the pool R is defined as:

xj = argmax
xj2R\S

MMR(R) := argmax
xj2R\S

[� · Sim(xq, xj) – (1 – �) ·max
xi2S

Sim(xj, xi)],



10 Menglin Liu et al.

where S is the set of already selected items that is initially empty, and � is a trade-o�
parameter between relevance and diversity (0  �  1). In this way, we retrieve
exemplars that are either semantically close to the query text with the same correct label
or hard negatives that share some similarity with xq but from a di�erent class. These
input-out pair examples are automatically appended to the task description for further
enhancement.

Coarse annotation with weak LLMs. Using a prompt enhanced with clearer task de-
scriptions and carefully selected examples, we employ chat LLMs to assign labels from
predefined options. To e�ciently handle the labeling process, we utilize two instances
of a weaker LLM (e.g., GPT-3.5) to label all the unlabeled texts twice. This approach
mitigates high costs, usage limits, and long processing times. The weaker LLMs are
expected to agree on easy queries with high accuracy, while any discrepancies are
tracked in a mismatch collection for further review.

3.3 Post-process
In this stage, we leverage more advanced LLMs (e.g., GPT-4) and in-context learning
techniques to address mismatches identified in the in-process stage. The prompts used
here are refined versions of those from the previous stage, focusing on enhancements for
fine-grained annotation and versatility. Although these prompts are less cost-e�ective,
they are applied only to a limited number of queries in the mismatch collection, thereby
mitigating the cost concern.

Chain-of-Thought Prompting. A chain-of-thought (CoT) prompt guides a large lan-
guage model (LLM) through a step-by-step reasoning process to enhance its ability
to tackle complex tasks (Wei et al. 2023). To implement it, the LLM is instructed to
first analyze the content according to the task description, providing reasoning at each
step before delivering the final answer. This approach works by mimicking human
problem-solving, breaking down tasks into smaller components, which helps the model
grasp the underlying logic and produce more accurate responses by not only assigning
a label but also o�ering the reasoning behind it. The output of CoT is a sequence
y = (y1, y2, . . . , yt) tokens, where yt is the desired prediction and y<t are the reasons:

P(yt |y<t, x, prompt; ✓)

Advanced LLM as a judge. Leveraging an LLM as a judge (Zheng et al. 2023) involves
utilizing its advanced reasoning capabilities to evaluate and validate the outputs of other
models. In our approach, we first ask two weaker LLMs to provide annotations and
reasoning to the small mismatch set through a CoT process. Then, an advanced LLM
assesses the quality, accuracy, and consistency of these responses, adding an extra layer of
validation. This method refines coarse predictions on challenging examples, enhancing
the reliability of outputs in complex tasks.
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3.4 Summary of Framework
In this section, we summarize the entire framework, outlining each module’s input-
output and the human involvement required throughout the process.

The “pre-process” stage prepares a pool of representative and diverse examples for
human annotation in the subsequent stages. The input is human-collected, unlabeled
texts, which we process using LLM embedding models, saving selected indices as an
exemplar pool. Following this stage, human experts accurately annotate the texts in the
pool and draft an initial prompt that includes only a task description. The “in-process”
stage focuses on enhancing this initial prompt with a refined task description and more
appropriate examples. Here, two weaker LLMs generate coarse annotations for the
unlabeled examples. Users are responsible for running the task description generator,
verifying its validity, and appending it to the initial prompt. After labeling, humans
clean the predictions, identify mismatches, and record their indices in the dataset. The
“post-process” stage refines the predictions for these mismatches and provides reasoning
for the adjustments. Humans shall clean the responses from an advanced LLM, replace
coarse predictions with fine-grained ones, or conduct human evaluations with the aid of
LLM-generated reasoning.

By following this framework, we minimize human e�ort, enabling rapid experi-
mentation and delivering high-accuracy predictions infused with human knowledge,
all while reducing costs in terms of both time and resources.
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4. Experiments
Setup. We evaluated our method using three distinct text datasets with human-labeled
classifications. In each experiment, we initially treated all texts as unlabeled and tasked
LLMs with predicting the labels. We use the model “text-embedding-3-small” from
OpenAI to convert all texts into embedding vectors and reduce the size of a vector to
24 using UMap. Subsequently, we selected 80 exemplars through KMeans from each
dataset to form the example pool used to develop the enhanced prompts3 Throughout
our experiments, “GPT-3.5-turbo” and “Mistral-medium” were consistently employed
as the weak models. A � parameter of value 0.8 is chosen for the MMR dynamic retriever.
When referencing the advanced or judge model, we refer to either “GPT-4-turbo” or
“Mistral-large-latest”.

In the first experiment, using a clean, correctly labeledmulti-class news dataset(Greene
and Cunningham 2006), we demonstrated our method’s exceptional performance in
accurately labeling text topics, even for lengthy inputs. Our three-stage approach
systematically enhanced precision, with each module contributing cumulative improve-
ments, as confirmed by an ablation study. Notably, our method achieved a significant
improvement in overall F1 score, increasing from 0.94 with the naïve LLM labeling to
an impressive 0.96.

In the second experiment, we specifically highlight the e�ectiveness of our second-
stage generator. We tasked LLMs with labeling tweets as "support" or "oppose" in
relation to Brett Kavanaugh’s Supreme Court confirmation process. Initially, we ob-
served that weaker LLMs often struggled with discerning sentiment and stance, leading
to confusion. However, when utilizing our second-stage in-process generator, the LLM
generated an enhanced prompt by summarizing the labeling rules for "support" and
"oppose" based on 80 human-labeled tweets. This resulted in a dramatic improvement
in labeling accuracy, with F1 scores soaring from 0.57 to 0.95.

In the third experiment, we attempted to replicate Fowler et al.’s (2021) study,
which examines how the medium of campaign ads influences their tone. However, we
encountered a very noisy, human-labeled dataset. Our method e�ectively uncovered
potential issues within this supposedly gold-standard dataset, highlighting how noisy
human labels can significantly impact downstream political science analysis. We also
addressed some pitfalls of using our method, emphasizing the importance of careful data
handling.

4.1 Classifying BBC News Reports Topics
In our first experiment, we applied our method to a multi-category classification task
involving extensive and lengthy text. We chose to label the topics of BBC news reports
due to their diversity and relevance in benchmarking machine learning models. The
dataset comprises 2,225 news articles sourced from the BBC News website, covering
stories across five topical areas—business, entertainment, politics, sport, and tech—from

3. We conducted hyperparameter tuning experiments to assess the impact of varying the number of
exemplars, testing sample sizes of 20, 40, 60, 80, and 100. Although F1 scores consistently improved as the
number of exemplars increased, the rate of improvement slowed beyond a certain point. For our analysis,
we chose to use only 80 exemplars in all three experiments, deliberately demonstrating that our method can
outperform traditional ML approaches even with a relatively modest number of examples. As a result, the
performance metrics we report are conservative estimates, not reflecting the highest potential performance.
Full results from the hyperparameter experiments can be found in Appendix 1.
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the years 2004-2005. This dataset, originally compiled by Greene and Cunningham
(2006), has been widely used in machine learning research as a benchmark for evaluating
the performance of various classification algorithms. The diversity and structure of this
dataset make it an ideal candidate for testing the robustness and accuracy of our proposed
method in a real-world, multi-class classification scenario.

Starting with a simple heuristic prompt, as depicted in Figure 2, we guided two
weak LLMs to identify the primary topic of a news report from five categories: politics,
business, sport, entertainment, and technology. Next, we employed a prompt generator,
feeding the LLM with 80 exemplars labeled with accurate human classifications and
asking the LLM to summarize the rules for categorizing news reports. This newly
generated prompt was then fed back to the weak LLMs. As a result, the models not
only corrected some of their initial misclassifications but also provided justifications for
their decisions. In both zero-shot and five-shot settings4, these weaker models showed
significant improvement in performance when we dynamically selected 80 exemplars
compared to their initial raw predictions5. For example, as illustrated in Figure 3 when
using zero-shot prompting, both GPT-3.5 and Mistral-medium initially achieved F1
scores of approximately 0.89 in the "politics" category. However, these scores increased
to around 0.94 after an enhanced prompt was generated. In categories like "sport," where
the LLMs already performed exceptionally well with the naïve prompt—achieving F1
scores above 0.97—our method further boosted their performance. we were able to
raise the F1 scores to around 0.99 putting into the enhanced prompt.

In Figure 2, we present an example where the two weak LLMs continued to di�er in
their classifications even after prompt enhancement6. In this case, onemodel classified the
news report as related to technology, while the other identified it as business. To resolve
this discrepancy, we applied our third stage, which involved chain-of-thought prompting
combined with a judge model. “GPT-4-turbo”, as the judge model, ultimately classified
the report as business, aligning with the human label. This decision was well-justified,
as the judge model highlighted that the report, while contextualized within technology,
primarily focused on business aspects.

The implementation of the third stage led to a notable improvement in performance
metrics across all categories. For instance, when categorizing "politics," both chain-of-
thought and judge prompting significantly boosted F1 scores in both zero-shot and
five-shot scenarios, with an increase of approximately 0.1. Overall, the macro-level F1
score for all categories saw a substantial increase, reaching nearly 0.97.

In a dataset with accurate human labels, our method shows a progressive improve-
ment in labeling accuracy, requiring only 80 labeled news reports to attain such high
performance. This experiment underscores the e�ciency and e�ectiveness of every
stage in our approach.

4. We employed five-shot prompting, providing the LLMs with one example per category since there are
five topics to classify.

5. Detailed results are provided in Tables B4 and B5.
6. The full text of this news report example is available in the Appendix B2
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Prompts for Classifying Topics of BBC News Report

Simple Heuristic Prompt:
In your judgment, what is the major topic of the given news report Text? Please choose only one
answer from the following options: "politics", "business", "sport", "technology", or "entertainment".
Complete the task very succinctly using only one word written between ’<’ and ’>’.

[Enhanced Prompt][BBC News Text (lengthy text in the Appendix B2)]

Weak Chat Model1: The news report dis-
cusses the history and future of Yahoo, includ-
ing its competition with Google and MSN, its
acquisitions, and its plans for the future. It
also mentions the importance of search tech-
nology and the potential expansion into rich
media. Based on this, the major topic of the
news report is "technology." Therefore, the
correct answer is <technology>.

Weak Chat Model2: The text discusses the
future prospects of Yahoo, a major internet
company, focusing on its competition with
Google and MSN, its business strategies, and
its potential dominance in the next decade.
Therefore, the correct answer is <business>.

Judge Prompt:
You are given 2 responses ("Response 1" and "Response 2") to the following task about the "Text",
which can be correct or wrong.
Please judge which response (or neither) to the following content is correct step by step and
provide your reasoning succinctly (Do not exceed 100 words). Finally, based on the reasoning,
choose the correct answer and repeat the response’s (or your) choice once in ’<’ and ’>’.

[Response 1][Response 2]

Judge Chat Model: Let’s think step-by-step. Response 1 focuses on the technological aspects of
Yahoo’s history and future, such as search technology and expansion into richmedia. However, the
text primarily discusses Yahoo’s business strategies, competition, andmarket position, rather than
technological innovations. Response 2 correctly identifies the text’s focus on Yahoo’s business
aspects, such as competition with Google and MSN, acquisitions, and future prospects. Therefore,
the correct answer is <business>.

Figure 2. An Example of 0-Shot Prompts for Analyzing BBC News Reports
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Figure 3. Analyzing BBC Topics: Comparison of F1 Scores Across Di�erent Methods

4.2 Measuring Public Opinion Toward Brett Kavanaugh’s SCOTUS Nomination
In the second experiment, we focus on demonstrating the e�ectiveness of our second
stage—the prompt generator—in accurately labeling nuanced political science concepts.

In their 2023 paper, Bestvater and Monroe argue that sentiment and stance are
fundamentally distinct concepts, a di�erence that traditional sentiment analysis tools
like the VADER dictionary and the Lexicoder Sentiment Dictionary (LSD) often fail to
capture. While sentiment analysis gauges the emotional tone of a document—whether
positive, negative, or neutral—stance identification determines the author’s position on
a specific issue, which may not align directly with the sentiment.

Bestvater and Monroe explore this distinction by analyzing a corpus of tweets about
Kavanaugh’s nomination(2023). Their study compares the e�ectiveness of various text
classifiers in identifying stance and concludes that, for many stance detection tasks,
training a new supervised classifier on a hand-labeled dataset yields more accurate results
than relying on existing models or dictionaries designed for sentiment analysis. The
key findings from their study are summarized in the Appendix Table B1.

To assess the ability of our method to distinguish nuanced political science concepts
and generate accurate predictions, we applied it to the human-labeled dataset from
Bestvater and Monroe (2023), which serves as the ground truth benchmark. We adopted
the same instructions given to the human coders in their study and used them as the
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foundational heuristic prompt for two weaker language models (Mistral-medium and
GPT-3.5). The simple heuristic prompt is detailed in Figure 4:

Using this 0-shot prompt, both Mistral-medium and GPT-3.5-turbo achieved F1
scores below 60%, as the weak LLMs struggled to di�erentiate between sentiment and
stance. For instance, these LLMs mistakenly labeled the following Tweet as "oppose":

RT @atensnut Democrats can’t just “move on” and jump on the bandwagon of Sketchy

allegations against Kavanaugh, without accepting the egregiousness of turning their backs on the

victims of Bill Clinton.

The LLMs categorized this as "oppose" because the tweet conveys a tone of negativity
and distrust, implicitly criticizing the Democratic Party for supporting allegations against
Kavanaugh while highlighting their perceived hypocrisy. This example illustrates how
weak LLMs, when using a simple heuristic prompt, can easily confuse sentiment with
stance.

We then provided weak models with enhanced prompts produced by LLM in the
second stage of our method, shown in Figure 4, o�ering a clear and concise guideline that
significantly refined the LLMs’ judgment. Notably, the enhanced prompt goes beyond
mere factual classification; for instance, it correctly identifies tweets as "approve" when
they present evidence that undermines Kavanaugh’s accusers. Additionally, the enhanced
prompt e�ectively captures and summarizes emotional tones that could be interpreted
as supportive of Kavanaugh, such as mocking his opponents and expressing frustration
toward actions obstructing his confirmation. These nuances are easily confused with
opposition when using a simple heuristic prompt, as the negative tone and sentiment of
such tweets can misleadingly suggest an opposing stance. This simple guideline ensures
that both factual content and emotional cues are considered, leading to more accurate
and nuanced classifications. The enhanced prompt resulted in substantial improvements,
with Mistral-medium and GPT-3.5 achieving impressive F1 scores of 91.69% and
92.59%, respectively. These results mark a significant improvement over the initial
performance achieved with the simple heuristic prompt, showing approximately a 36%
increase in F1 score for zero-shot prompting, as illustrated in Figure A1. Similarly, in
the four-shot7 prompting scenario, our enhanced prompt enabled the weak LLMs to
achieve over a 20% improvement, demonstrating the importance of having an enhanced
prompt in generating the right classifications and label8.

Our method demonstrates superior performance compared to raw LLM predictions,
largely due to the enhanced prompt generated in the second stage of our approach. This
underscores an important consideration for political scientists: when using LLMs for
text classification, relying on raw labeling alone can lead to significant misclassifications,
as LLMs may struggle with nuanced concepts like sentiment and stance. However,
by providing a few exemplars and instructing the LLM to generate a more refined
prompt with simple, targeted guidelines, we achieve outstanding results. Furthermore,
our method outperforms both dictionary-based and traditional supervised learning

7. Detailed few-shot prompts are provided in Appendix B1.
8. The detailed resulting performance metrics for 4-shot promptings are presented in Appendix B3.

Essentially, by incorporating the final stage of chain-of-thought reasoning and the “Mistral-large-latest” judge
model, our approach further enhanced the F1 scores, surpassing traditional supervised classifiers and reaching
impressive levels above 95%.
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approaches, all without the need to train a new model—contrary to the recommendation
by Bestvater and Monroe (2023) for improved classification. We successfully minimized
the cost associated with model training while maximizing classification accuracy.

Prompts for Analyzing Stance towards Kavanaugh

Simple Heuristic Prompt:
In your judgment, whether the specific stance the author expresses toward the confirmation of
Brett Kavanaugh is approving or opposing? Please choose your answer only from the 2 options –
"approve" and "oppose". Complete the task very succinctly using only one word written between
’<’ and ’>’.

Enhanced Prompt:
You are a stance analyzer. In your judgment, whether the specific stance the tweet text expresses
toward the confirmation of Brett Kavanaugh is approving or opposing? Note: Focus on the stance
expressed regarding Kavanaugh’s confirmation. Emotional tone (e.g., anger, happiness) should be
considered only if it directly influences the stance. Please choose your answer only from the 2
options – "approve" and "oppose". Complete the task very succinctly using only one word written
between ’<’ and ’>’.
Oppose Stance:
- Lending credibility to allegations or accusations against Kavanaugh
- Highlighting potential disqualifying factors or controversies about Kavanaugh
- Expressing criticism, concerns, or questions about Kavanaugh’s suitability
- Suggesting credible misconduct allegations should disqualify Kavanaugh as a nominee
Approve Stance:
- Discrediting or undermining accusations against Kavanaugh
- Presenting evidence that weakens the case against Kavanaugh
- Defending or rationalizing Kavanaugh’s nomination despite allegations
- Expressing frustration towards actions obstructing/delaying Kavanaugh’s confirmation
- Mocking, dismissing, or discrediting Kavanaugh’s accusers/opponents

Figure 4. 0-Shot Prompts for Analyzing Tweets about Brett Kavanaugh
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Figure 5. Measuring Opinion toward Kavanaugh: Comparison of F1 Scores Across Di�erent Methods

4.3 Classifying Campaign Ads Tones in the 2018 Election
The medium through which political communication is delivered plays a critical role
in shaping the message’s tone and its audience reach. In a recent study, Fowler and
her colleagues examined the impact of Facebook as a medium on the tone of political
advertisements (2021). They proposed that ads on Facebook are more likely to adopt a
negative tone compared to other platforms.

To explore this hypothesis, the researchers collected data from political advertise-
ments by all federal, statewide, and state legislative candidates during the 2018 elec-
tions. A team of research assistants then classified a sample of these ads based on their
tone—whether they were promoting, contrasting, or attacking. The dataset comprises a
total of 14,642 advertisements, with 9,073 originating from Facebook and 5,569 from
television ads, o�ering a comprehensive basis for comparing online and o�ine political
messaging. We randomly selected a sample of 3,000 observations from the coded train-
ing set. Within this sample, 2,374 ads were classified as promoting a candidate, 448 as
contrasting between candidates, and 178 as attacking a candidate9.

We applied the same three-stage approach as in our previous two experiments, this

9. The original dataset exhibits a similar imbalance, with a significantly higher proportion of ads expressing
a promotional tone. Importantly, our analysis shows that sampling 3,000 observations does not compromise
the validity of downstream political analysis, as regression estimates derived from this subset are consistent
with those reported in the original study.
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time focusing solely on reporting the final post-process results of the Chain-of-Thought
(CoT) and Judge prompting methods. We evaluated their performance under both
zero-shot and few-shot prompting conditions10. The final F1 scores, as shown in
Table 2, indicate notably low performance in the "attack" and "contrast" categories.
Specifically, the average F1 score for "attack" is approximately 0.55, while for "contrast,"
it is even lower, averaging around 0.5. It is important to note that these F1 scores
were calculated against gold-standard human labels, which are particularly noisy in this
dataset, potentially contributing to the reduced accuracy.

Table 2. Analyzing Ads Tones: Summary of F1 Scores across Di�erent Methods

Class CoT (k=0) Judge (k=0) CoT (k=6) Judge (k=6)

promote 0.9285 0.9323 0.9260 0.9314
contrast 0.5385 0.4567 0.5180 0.4978
attack 0.5719 0.5368 0.5648 0.5856

Notes: The reported figures represent the F1 scores across di�erent categories, calculated a�er applying
the third-stage chain-of-thought method and the judgemodel for labeling campaign advertisements.
We noted that the F1 scores for both "contrast" and "attack" are particularly low.

Despite these lower F1 scores, we proceeded to use the predicted labels generated by
zero-shot chain-of-thought prompting to re-estimate the same fixed-e�ect regression
model described in Fowler’s study. Specifically, we utilized a candidate-level fixed
e�ects model, where the dependent variable is the average tone of the candidate’s ads
across various media platforms11. Figure 6 illustrates the impact of di�erent labeling
strategies on downstream regression estimates. The left panel shows results obtained
using zero-shot chain-of-thought prompting and the judge model, compared to fully
human-labeled data. We observe that, except for the prompt tone, the estimates derived
from LLM-labeled data diverge significantly from those obtained with human-labeled
data. This divergence is expected, given that the F1 scores for these two categories are
particularly low.

These findings facilitated a re-examination of the data, particularly in cases where
LLM-generated labels di�er, as these discrepancies may indicate conceptual confusion
and could lead to controversial or inconsistent decisions. Examples of such label incon-
sistencies, as shown in Table 3, underscore the need to question the consistency and
reliability of the so-called gold standard human labels. In the first text, which was labeled
as "contrast" by human coders, the primary focus is on criticizing career politicians
for failing to prevent the destruction of industries, without directly contrasting specific
policies with those proposed by others. On the contrary, the second piece, labeled
as "promote" by human coders, explicitly criticizes the Republican Party in the state
legislature while calling for support for other candidates. This message could reasonably
be interpreted as both a promotion of alternatives and a contrast with the criticized
party. Despite the similarities between these two ads—both of which criticize oppo-
nents and call for the support of others—the human labels di�ered. On the other hand,

10. Detailed raw and in-process results are available in the Appendix.
11. Following Fowler et al. (2021), we computed expenditure-weighted averages of the message content for

each candidate.
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GPT and the final chain-of-thought method remained consistent in their classifications,
demonstrating a more stable and coherent approach to labeling.

Figure 6. Analyzing Ad Tones: Comparison of Estimates Using Di�erent Labeling Approaches.
Notes: The le� panel of this figure shows the e�ect ofmediumon campaign ad tones across di�erent labeling
approaches, including initial human-labeled data before removing controversial labels. The right panel
presents regression estimates a�er excluding the controversial observations.

Given the noise within the human-labeled data, we proceeded to remove all con-
troversial observations – the observations are labeled di�erently from two weak LLMs,
and Table 4 highlights the substantial improvements in F1 scores across all categories
following this adjustment. Notably, the "contrast" and "attack" categories saw over a
30% increase in F1 scores. After this refinement, we reran the downstream fixed e�ects
model. The right panel of Figure 6 shows that the estimates obtained through automated
classification now closely align with those derived from human-labeled data12.

Additionally, Table 2 revealed that zero-shot metrics surpassed few-shot performance.
This anomaly can be attributed to the sampling of 80 examples for few-shot prompting
during the preprocessing stage. Given the noise within the human labels, these samples
might have included incorrectly labeled examples, impacting the accuracy of few-shot
promptings. This reliance on potentially flawed data could degrade the performance of
few-shot prompts to levels below that of zero-shot prompts, which remain uninfluenced
by human input.

This experiment underscores an additional advantage of our method: its ability to
identify and flag problematic human labels. While human coding has traditionally been
regarded as the gold standard, this assumption falters when dealing with controversial
classifications13. Our findings urge caution against placing absolute trust in human
coding, particularly when relying on a single coder, as disagreements are inevitable.

Furthermore, this experiment also reveals a potential pitfall of our approach. Specifi-
cally, when using our method—especially in few-shot prompting scenarios—researchers
must ensure the accuracy of the exemplar text labeling. If the exemplars are noisy, it is
highly likely to degrade the overall accuracy of the method.

12. The right panel displays identical estimates for both the chain-of-thought and judge models because
mismatched observations were removed. As a result, the remaining labels for both models are consistent,
leading to the same regression estimates.
13. The inconsistency among human coders is well-documented in the literature.
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Table 3. Analyzing Ads Tones: Examples of Inconsistencies and Controversies among Human and LLM Labels

Text Human GPT Mistral GPT-4 CoT

They wanted jobs - - - NOT HAND-
OUTS. It was the Career Politicians
job to prevent the destruction of an
industry in his District. Vote Artfor-
Congress.com

Contrast Promote Attack Attack: The ad criticizes "Career Politicians"
for failing to protect an industry, implying
negligence or incompetence. It promotes
"ArtforCongress.com" as an alternative, sug-
gesting a vote for change. The focus is more
on attacking the incumbents than contrast-
ing policies or promoting Art extensively.

These are many of the common
sense pieces of legislation that the
GOPcontrolledColoradoSenatehas
killed, instead of working for Col-
oradans. This Tuesday, let’s elect
folks who represent our Colorado
values.

Promote Promote Contrast Attack: The ad criticizes the GOP controlled
Colorado Senate for killing legislation, im-
plying they do not represent Colorado val-
ues, and calls for electing representatives
who do. It does not promote a specific can-
didate or contrast multiple candidates di-
rectly.

Table 4. Analyzing Ads Tones: F1 Scores a�er Addressing Discrepancies: CoT Prompting vs. Judge Prompting
(0-Shot)

Class CoT Prompting Judge Prompting

Precision Recall F1 Score Precision Recall F1 Score

Attack 0.7051 0.9322 0.8029 0.7094 0.9379 0.8078
Contrast 0.7163 0.7984 0.7551 0.7398 0.7280 0.7339
Promote 0.9895 0.9520 0.9704 0.9838 0.9608 0.9721

Notes: The reported figures represent the F1 scores across di�erent categories, recalculated a�er remov-
ing the controversial human labels.
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5. Discussion and Conclusion
Besides the benefits shown in experiments, our method possesses additional advantages
worth discussing.

Cost-e�ective. Our method is highly cost-e�ective. In our experiments, we needed
to annotate an average of 3,000 texts, each approximately 60 words in length for each
experiment. Using the standard practice of cross-validation, hiring two workers on
Amazon Mechanical Turk (MTurk) would result in a conservative cost estimate of $350
per worker, plus a $100 MTurk fee, totaling $850. In contrast, our approach incurs a
total cost of approximately $183, which includes $2 for the embedding model, $92 for
the weak models, and $79 for the advanced model. This means our method costs at
most 21.5% of the total price of hiring human workers, not to mention the additional
computational cost of training.

Extensible. Our method is extensible, allowing researchers to adapt or replace the
algorithms within our framework to fit specific research needs. For instance, while
we used UMAP, K-means, and MapReduce in our experiments for exemplar selection
and prompt generation, these algorithms are not fixed and can be easily substituted
with alternatives. This flexibility enables the method to be tailored to di�erent types
of data and research objectives, making it a versatile tool for a broad range of political
science applications. Additionally, our approach is designed to integrate the latest LLM
advancements seamlessly, ensuring that it remains at the forefront of technological
progress without requiring significant adjustments or incurring additional costs. For
example, if OpenAI releases GPT-5 in the future, our framework supports users to add
this new model to their research just by modifying the configure file. This adaptability
future-proofs our method, allowing it to consistently deliver cutting-edge performance
as LLM technology evolves.

Limitation. Our method has several limitations. First, it is currently limited to categor-
ical classification and is not suitable for tasks that require measuring intensity, degrees,
or rankings. For example, our approach lacks the capability to accurately assess political
ideology on a traditional 5-point scale, such as distinguishing between strong Democrats,
moderate Democrats, Independents, Republicans, and strong Republicans. In future
research, we plan to extend our method to handle pairwise comparisons, enabling us to
better capture the intensity of party identification and other continuous variables.

Second, our method is currently limited to text data and cannot be applied to more
complex data types such as images, videos, and audio, all of which are increasingly
gaining attention in political science (e.g., Torres and Cantú 2022; Girbau et al. 2024;
Torres 2024). Expanding our method to handle these diverse forms of data is a crucial
direction for future research, allowing us to better address the growing variety of data
sources in the field.

Conclusion. In summary, our proposed method o�ers a significant improvement over
both traditional machine learning approaches and existing LLM-based practices. By
eliminating the need for extensive human laboring, dynamically selecting relevant
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examples, and leveraging the consensus of weaker LLMs, our framework provides a
high-performance and cost-e�ective solution for text classification in social science
research. This approach not only enhances the accuracy and reliability of predictions
but also aligns closely with the methodological standards of the field, making it a valuable
tool for researchers aiming to conduct robust and reproducible studies.

Data Availability Statement Replication code and data for this article will be made
available upon acceptance. The materials will be uploaded to the Harvard Dataverse,
and the corresponding citation and DOI will be provided in an updated version of this
statement.
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